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ABSTRACT
Target selection is a basic yet often implicit decision in the config-
uration of offline recommendation experiments. In this paper we
research the impact of target sampling on the outcome of compara-
tive recommender system evaluation. Specifically, we undertake a
detailed analysis considering the informativeness and consistency
of experiments across the target size axis. We find that compara-
tive evaluation using reduced target sets contradicts in many cases
the corresponding outcome using large targets, and we provide a
principled explanation for these disagreements. We further seek
to determine which among the contradicting results may be more
reliable. Through comparison to unbiased evaluation, we find that
minimum target sets incur substantial distortion in pairwise sys-
tem comparisons, while maximum sets may not be ideal either, and
better options may lie in between the extremes. We further find
means for informing the target size setting in the common case
where unbiased evaluation is not possible, by an assessment of the
discriminative power of evaluation, that remarkably aligns with
the agreement with unbiased evaluation.
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1 INTRODUCTION
Online evaluation is generally considered the most direct and reli-
able means to inform decisions on algorithm selection and system
updates in deployed recommendation technologies [21]. Offline ex-
perimentation remains however an essential instrument to filter out
which system variants and change proposals are brought to more
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expensive online testing [15, 20]. Offline evaluation is also typically
the primary means for the exploration of hyperparameter settings
and largely stands, on the other hand, as the main instrument for
empirical operation available to academic research [16]. Designing
offline experiments that match online evaluation is still a challenge
[32]. Biases pervade logged data, and confounders easily lurk into
data manipulation and experimental procedures, compromising
the reliability of evaluation results [7]. Even if it is generally not
possible to fully eliminate those shortcomings, distortions can at
least be sought to be mitigated as much as possible [10, 24, 37, 38],
or at least made known to the experimenter [7]. Careful and aware
experiment preparation, and understanding the potential effect of
different settings in evaluation outcomes, are primary precautions
in designing as informative offline experiments as possible [4, 8].

One typical operation in offline experiment design is sampling
disjoint training and test subsets of the offline data [16, 20]. The
manyways inwhich this can be carried out arewell known (random,
temporal, by user, by item, by rating, inherent in the dataset creation,
etc. [16]); the consequences, pros and cons of such different options
have been studied by many researchers in the field, and are widely
documented and understood [3, 4, 12]. An offline evaluation setup
involves however another major setting that has not been paid
any comparable attention, and may even not always be explicit or
conscious: sampling target user-item pairs for which the evaluated
algorithms are requested to output scores for recommendation –
that is, selecting the set of candidate items that the recommender
systems should rank for each user in an experiment.

A primary aim of this paper is to raise attention for target sam-
pling as a key configuration setting in offline recommender system
evaluation. We find that this aspect has not been sufficiently an-
alyzed, and our understanding of the consequence that different
target sampling options may have on the outcome of comparative
evaluation is, as far as we are aware, quite limited. Roughly speak-
ing, the target setting range goes from including only the user-item
pairs in the test set (the smallest sensible option) [2, 31], to all user-
item pairs (the largest possible set) [4, 39]. Options in between are
also often seen in evaluation reports, where an arbitrary number
of non-relevant items are included in the target item set for each
user [12, 25]. There is barely, to the best of our knowledge, any sys-
tematic study and clear understanding of whether different target
sets might produce substantially different results –and if so, which
results would be more reliable.

We address the question here, and show that different target
subsets can indeed lead to different evaluation outcomes. We find
that the difference is in fact systematic, and we give a principled
explanation of observed disagreements. We identify a root cause
of discrepancy in how different algorithm configurations handle
unrated items, and the bias in different methods towards recom-
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mending either popular items, or items with a high average rating
value. Even though we can understand the observed variations,
they still compromise the reliability of comparative results, as it
becomes unclear which of the different outcomes we should trust
when they disagree. Seeking insights on this issue, we analyze the
effect of target sampling from different angles.We examine the grad-
ual variation of evaluation results across the full range of possible
target set sizes, seeking to identify the point where the disagree-
ments arise. Considering the well-known biased nature of missing
user preference observations [7, 28, 37], we compare the results of
common evaluation using non-random unrated items to evaluation
with ratings missing at random. We take this as a point of refer-
ence to assess the potential introduction of biases and dissociation
from reliable evaluation that result at different target size ranges.

Seeking further criteria and practical guidance in target set size
configuration, we analyze the loss of information and discriminative
power that reducing –or enlarging– the target set may incur. In
this direction, we find that standard statistical significance tests
provide useful though limited insight for our purpose. We find that
a relevant and more informative assessment of the effect of the
target size can be obtained by analyzing the amount of ties between
systems that a certain experiment setting can produce. Through
theoretical and empirical analysis, we show that an insufficient
target set can indeed weaken the reliability and informativeness of
the comparison between systems. Yet, we also find that the largest
possible target may not necessarily enable the best discrimination
between systems either. As a final angle of analysis, we check for
further anomalies that can result from reducing the target set, when
the evaluated systems are not able to rank as many items as the
evaluation cutoff may demand.

2 BACKGROUND AND RELATEDWORK
For a long time algorithmic research in personalized recommen-
dation was seen as a rating prediction problem, and as such, was
evaluated by error metrics such as MAE and RMSE [16, 26]. Rating
prediction error was naturally computed over the set of test ratings,
as it is obviously not possible to measure the rating error on user-
item pairs for which no rating is available. Classification-oriented
evaluation such as ROC analysis (e.g. the AUC metric) was also
often reported [19], and is similarly insensitive to the presence of
unrated items in recommendations. Even when recommendation
was evaluated as a ranking task, early work typically restricted the
metric computation to the set of items for which the target user
has a test rating [2, 31], possibly by inertia from the regression and
classification perspective of the recommendation problem.

Including unrated items in the ranking was considered later on
along with the use of information retrieval (IR) metrics for evalua-
tion [1, 20], and became common practice as the view of recommen-
dation as a ranking task started to become prevalent [12]. When
unrated items are included in the evaluated rankings, the question
arises which and how many items should be considered. If we turn
to common practice in the IR field (which ranking-based evaluation
of recommender systems implicitly or explicitly draws upon [4]), all
documents –judged or unjudged– in the search space are generally
included as targets to be ranked when evaluating IR systems –no
document is left out. The option to exclude unjudged documents
has nonetheless occasionally been considered and analyzed in the
literature, referred to as condensed rankings [5, 34, 36, 42, 43].

Koren [25] proposed an intermediate option in between con-
densed and full rankings: including some randomly sampled unrated
(or non-relevant) items –he was the first to suggest this as far as our
knowledge goes. The number of non-relevant items was set to 1,000
as a practical or convenient choice, though no particular criterion
was suggested for this setting. In the proposed evaluation protocol,
Koren further suggested creating several rankings per user, each
including only one of the relevant items in the test set for the user
[12, 25]; upon this setting modified versions of precision and recall
are defined and averaged over such rankings. But reducing the
target set can be used just the same with common, more natural
settings where a single ranking is created for each user [4]. Koren’s
idea caught on, and remains popular today: many authors are using
target sets with different amounts of unrated items, anywhere from
50 to several hundreds [4, 11, 14, 17, 18, 22, 41, 45]. Many mention
that a reduced target set makes experiments more economic, while
some may just see this as a simple and convenient experimental
setting. But there seems to be no guidance or understanding of
what an appropriate target size would be.

In related research, Bellogín et al. [4] represented Koren’s ap-
proach within a more general and comprehensive framework ad-
dressing the main design options in the application of IR methodol-
ogy to the evaluation of recommender systems. Koren’s approach is
represented as a particular case in this framework, with the number
of unrated items as a configuration parameter. The effect of this
variable is briefly examined by Bellogín et al. along a certain range.
The analysis focused on the effect on sparsity and metric values
though; in particular, the potential impact on system comparisons
was not analyzed, as will now be examined here.

Steck [39] did analyze the effect of target sampling when com-
paring systems, and found discrepancies in specific experiments
comparing two particular configurations of a matrix factorization
approach. More recently, Cañamares et al. [8] reported similar con-
tradictions in a broader study of experiment design options. These
works only consider the two extreme options though: condensed
vs. full rankings; and no insights are provided as to which of ei-
ther option should be more reliable when they do not agree. In the
present paper we seek an explanation for the disagreements, we
examine the spectrum in between the extremes, and we further
wonder whether some criteria might suggest that a particular point
in this range is preferable to others.

At the very time of this writing, Krichene and Rendle [27] for-
mally proved under certain simplifications that target set reduction
may affect comparative evaluation, and propose metric corrections
to attenuate this effect, taking full rankings as the reference. This
confirms some of our findings from a different angle, as we shall
see. Beyond this, we find and explain that target size affects differ-
ent recommendation algorithms differently; we seek to understand
which size may result in more informative evaluation, and we find
that full rankings are not necessarily the most preferable option.

Differences between condensed and full rankings have also been
noted in search evaluation in the IR field [34, 36]. The InfAP [42, 43]
and bpref [5] metrics, for instance, ignore –and are intended to bet-
ter cope with– the unjudged documents. However, the qualitative
discrepancies between these and full-ranking metrics are typically
minor, and largely system-neutral, i.e. the differences do not seem
to consistently impact any particular IR models over others. In
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Table 1: Summary of notation.

𝑈 , 𝐼 Set of all users, set of all items.
𝑆 ⊂ 𝑈 × 𝐼 Set of “training ratings,” i.e. user-item pairs for

which a rating is available in the training subset.
𝑇 ⊂ 𝑈 × 𝐼 Set of “test ratings,” i.e. user-item pairs for which

a rating is available in the test subset.
𝑆𝑢 ⊂ 𝐼 Set of “training ratings” for 𝑢 ∈ 𝑈 , i.e. items for

which a training rating by user 𝑢 is available.
𝑆𝑖 ⊂ 𝑈 Set of “training ratings” for 𝑖 ∈ 𝐼 , i.e. users for

which a training rating for 𝑖 is available.
𝑇𝑢 ⊂ 𝐼 Set of “test ratings” for𝑢 ∈ 𝑈 , i.e. items for which

a test rating by user 𝑢 is available.
𝑁𝑢 ⊂ 𝐼 \ (𝑇𝑢 ∪ 𝑆𝑢 ) Set of unrated items that are selected as target

for user 𝑢 ∈ 𝑈 .
𝑇𝑢 ∪ 𝑁𝑢 Target set for user 𝑢 ∈ 𝑈 .

contrast, as we shall see, the discrepancy can be more important,
systematic and biased when evaluating recommender systems.

3 FORMULATION AND PRELIMINARIES
We first describe and formalize in more detail the experiment design
setting that is the focus of our analysis: the target set designation.
We will use the following notation in the rest of the paper, that we
summarize in Table 1. Given a set of users 𝑈 and items 𝐼 involved
in an experiment, let 𝑇 ⊂ 𝑈 × 𝐼 denote the subset of all user-item
pairs for which a test rating is available (or sampled) for evaluation.
We shall denote by𝑇𝑢 = {𝑖 ∈ 𝐼 | (𝑢, 𝑖) ∈ 𝑇 } ⊂ 𝐼 the set of items with
a test rating by 𝑢 ∈ 𝑈 . Likewise, 𝑆 ⊂ 𝑈 × 𝐼 will denote the set of
all user-item pairs with a training rating in the experiment, 𝑆𝑢 ∈ 𝐼

represents the set of items rated by 𝑢 in the training subset, and
𝑆𝑖 ⊂ 𝑈 is the set of users with a training rating for 𝑖 ∈ 𝐼 . Finally,
𝑁𝑢 ⊂ 𝐼 \ (𝑇𝑢 ∪ 𝑆𝑢 ) shall denote the set of unrated items that are
selected as target for a user 𝑢.1

When only a certain amount of non-relevant target items per
user are sampled to evaluate recommender systems, the literature
does generally not distinguish between unrated vs. explicitly non-
relevant items [4, 12, 25], whereby they would seem exchangeable.
Without loss of generality we will assume, for our own convenience,
that the target set should always include all the items with a test
rating, positive or negative. We thus assume the target set is𝑇𝑢∪𝑁𝑢

and let the variation lie on the amount of added unrated items
|𝑁𝑢 |. This is convenient as the rated non-relevant items are at least
needed in the extreme setting where 𝑁𝑢 = ∅ –a target set including
only relevant items would otherwise produce the same metric value
for all systems, and the experiment would not be informative at all.

We thus take the number of unrated target items |𝑁𝑢 | as a pa-
rameter of the experiment, ranging in the interval |𝑁𝑢 | ∈

[
0, |𝐼 \

(𝑇𝑢 ∪ 𝑆𝑢 ) |
]
. The largest possible target set 𝑁𝑢 = 𝐼 \ (𝑇𝑢 ∪ 𝑆𝑢 ), to

which we shall refer as full targets following [10], is typically the
default in the recommender systems literature [4]. At the other end,
with 𝑁𝑢 = ∅ the smallest target set includes only test-rated items
[3, 10, 20, 39] –the “condensed rankings” setting in IR evaluation
[5, 8, 34, 36, 42, 43], to which we shall refer as test targets [10].

The most visible effect of test targets is a very high value in the
evaluation metrics –this is generally an overestimation of the true
metric value [4], as far as we may assume that an unrated item is
1We assume the evaluated algorithms are not requested to recommend items that have
a training rating, hence the exclusion of 𝑆𝑢 from any target set.

less likely to be relevant (because users are typically biased to find
and give feedback on items they like more often than items they do
not [7, 28, 37]). The full targets option has the opposite distortion:
it underestimates metric values by assuming unrated items are all
non-relevant [20]. These distortions are not a problem per se, as the
absolute value of metrics in offline evaluation is understood to be
meaningless by itself [4, 20]. As long as the metric allows observing
differences between systems, the value needs not be particularly
important. If anything, we might anticipate that artificially low or
high metric values might become too similar and cluttered, with
reduced effect sizes and insufficient difference to tell systems apart
–we will closely examine this possible pitfall in our study. As an
extreme, test targets are not applicable to positive-only feedback,
since all systems would be tied at the exact same metric value.

Intermediate examples between full and test targets have become
frequent in the literature. Originally, Koren [25] arbitrarily took
|𝑁𝑢 | = 1, 000, but other sizes have been used as well: for instance,
|𝑁𝑢 | = 99 [11, 41, 45], |𝑁𝑢 | = 100 [14, 18], |𝑁𝑢 | = 50 [22], |𝑁𝑢 | = 999
[17], or even varied size ranges [4]. The set 𝑁𝑢 can be sampled in
different ways. We shall consider here random uniform sampling
over unrated items, as the common option; studying other sampling
distributions is an interesting direction for future work. The target
sampling policy is also orthogonal to the data splitting approach,
and any option can be combined independently on each side: target
sampling can be exercised in combination with a random rating
split [20], temporal splits [26], leave-one-out [13], etc.

4 EXPERIMENTAL APPROACH
Our study combines analytical elaboration with empirical obser-
vations guiding, illustrating, confirming and providing further in-
sights on the theoretical analysis.2 In seeking to elucidate the effects
of target sampling, we address the following research questions:
RQ1 – Can the target set size change the outcome of comparative

offline evaluation?
RQ2 – Is the change systematic and can we find a principled ex-

planation for it?
RQ3 – Which target set size is suitable for a most reliable compar-

ative evaluation?
RQ4 – How does the target set size affect the discriminative power

of an experiment?
RQ5 – Can reduced target sets cause problems with recommenda-

tion size that further distort evaluation?
We first describe the experimental setup upon which we will then
run all our empirical analysis along the paper.

4.1 Data
Rather than finding which specific algorithms are best, our study
aims to assess what experimental design is more reliable in a com-
mon and representative offline evaluation scenario, using common
resources as are available to a wide research community. Hence
as an exemplar of common data for offline recommender system
evaluation we take MovieLens 1M [29], possibly the most popular
public dataset in the recommender systems literature, containing
1, 000, 209 ratings from 6, 040 users for 3, 706 movies.

As mentioned earlier, one of the angles for assessing evaluation
reliability in our study is to contrast the comparative outcomes with
2The source code of experiments is available at https://github.com/ir-uam/recsys2020.
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unbiased evaluation. We will use for this purpose the Yahoo! R3
dataset [28], containingmissing at random (MAR) test data sampled
uniformly at random over user-item pairs, thus enabling unbiased
metric estimates. The data consists of ratings for music entered by
users in the Yahoo! LaunchCast streaming service [28]. The dataset
involves 5, 400 users and 1, 000 music tracks; it includes 129, 179
missing not at random (MNAR) training ratings freely entered by
users, and 54, 000 MAR test ratings (10 per user) for items assigned
uniformly at random in a research survey.

Since the data splitting procedure is not the focus of our study,
we simply use random 5-fold cross-validation, on both MovieLens
1M and the MNAR “training” subset of the Yahoo! R3 release. For
simplicity, the few users that end up not having training data are
removed from the experiment, as it is not possible to produce any
kind of personalized recommendation for them. With Yahoo! R3
we can compute regular biased metric values using the test subset
of the rating split of the MNAR training data, and unbiased metric
values using the MAR test ratings provided in the dataset instead.

4.2 Algorithms
The goal of our study not being to find the best algorithms, but to
examine potential pitfalls in evaluation, we select a few common,
simple and representative algorithms and configurations. These
include three collaborative filtering algorithms: implicit matrix fac-
torization (iMF) [23], and user-based nearest-neighbors (kNN) in the
normalized and non-normalized variants [6], with cosine similarity.
In addition, we include three non-personalized recommendations:
ranking by popularity (rating count), by the average rating, and
random recommendation. When a collaborative filtering algorithm
falls short of coverage (as discussed later in Section 6.4), we fill the
missing rank positions with random items.

The hyparameters of kNN and iMF are set by grid search. The
grid points for 𝑘 in kNN are 10 to 100 by steps of 10; 100 to 1,000 by
steps of 100; and 1,000 to |𝑈 | by steps of 1,000. For iMF, the grid is
𝑘 ∈ {5, 10, 50}, 𝛼 ∈ {1, 10, 100}, 𝜆 ∈ {0.1, 1, 10}. The hyperparame-
ters are tuned in two configurations, summarized in Table 2: one is
optimal for P@10 with full targets, and the other with test targets.
We shall refer to these variants by appending “(full)” or “(test)” to
the algorithm name, e.g. “iMF (full)” designates the implicit matrix
factorization with hyperparameters tuned for full targets. Note that
for non-normalized kNN the two optimal configurations are the
same, whereby a single version “kNN (full/test)” of this algorithm
will appear in the results that we will report. Normalized kNN is
configured to require at least three neighbor ratings to rank a target
item. The average rating takes binarized rating values, mapping to 1
the rating values above or equal to 4, and lower ratings to 0 –the av-
erage thus represents the ratio of positive ratings of each item. For
more effective recommendation the average is smoothed, as is com-
mon, by Dirichlet smoothing (also called “Bayesian average”) with
𝜇 = 1 [7, 44]. Considering the different hyperparameter settings we
will be comparing a total of eight systems in most of our experi-
ments. Only at a particular point in Section 6.2 we will use a larger
set by adding in further algorithm configurations to the pool.

4.3 Metrics
We evaluate recommendations by ranking-oriented metrics: preci-
sion, recall and nDCG. As is usual, we use test ratings as relevance
judgments where a rating value of 4 or higher is taken as indicative
of positive relevance, and considering unrated items as non-relevant.
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Figure 1: Full targets vs. test targets in MovieLens 1M. The
bar charts show P@10 for each algorithm in the two target
configurations, and the line graph on the right compares the
system rankings by P@10. Each pair of crossing lines repre-
sent a disagreement between full vs. test targets in the com-
parative evaluation outcome. “Full” and “test” in parenthe-
sis next to algorithm names in the legend indicate hyperpa-
rameter settings optimized for full and test targets respec-
tively. Non-normalized kNN has only one variant in the fig-
ure since the same hyperparameter configuration is optimal
for full and test targets, as mentioned in Section 4.2.

For simplicity, we take binarized ratings in nDCG –we observe quite
the same outcomes with graded relevance. We use a typical cutoff
of 10 as our primary metric depth. Rather than reporting statistical
significance of comparisons for each set of results, we will examine
the global variations of 𝑝-values across experimental configurations
from a comprehensive perspective in a dedicated Section 6.2, where
we analyze the effect of experimental settings on the discriminative
power of evaluation based on one-tailed paired t-tests.

5 RESULT CONSISTENCY
We start our analysis by considering the two extremes of the target
size range: test targets vs. full targets. Running a common example
experiment, we observe contradictions between the two settings.
We then elaborate a principled explanation for the observed dis-
agreements. After this, we use comparison to unbiased evaluation as
a reference to discern which setting is more reliable when different
outcomes disagree.

5.1 Full vs. Test Targets
As a first step in our analysis we run a basic evaluation of our set
of systems in full targets and test targets in MovieLens 1M, as a
representative example of a typical experiment. Figure 1 shows
the results for P@10 (equivalent outcomes are obtained with recall
and nDCG). A first difference between the two settings becomes
immediately apparent: test targets produce much higher metric
values than full targets, illustrating our discussion in Section 3.
Since no unrated items are included in the test targets setting,
the relevance density is much higher than with full targets, hence
the higher precision overall: delivering relevant recommendations
is easier in this setting. This may not be important as it is long
understood that the absolute values of offline metrics need not have
a meaningful interpretation beyond a comparative purpose [4, 20].

The higher metric values with test targets come along however
with a much reduced effect size in the difference between systems.
Algorithms are left with less room for differentiation: even random
recommendation would seem to do rather well, achieving P@10
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Table 2: Hyperparameter settings of algorithms, optimized for the full and test targets setting in each dataset.

MovieLens 1M Yahoo! R3

Full Targets Test Targets Full Targets Test Targets

Non-normalized user-based kNN 𝑘 = 100 𝑘 = 100 𝑘 = 200 𝑘 = 200
Normalized user-based kNN 𝑘 = 10 𝑘 = 1000 𝑘 = 20 𝑘 = 500
Implicit MF 𝑘 = 50, 𝛼 = 1, 𝜆 = 1 𝑘 = 10, 𝛼 = 100, 𝜆 = 1 𝑘 = 10, 𝛼 = 1, 𝜆 = 1 𝑘 = 10, 𝛼 = 10, 𝜆 = 1

above 0.5. One would wonder whether the reduced differences
resulting from test targets might affect the statistical significance
of system comparisons. We address this question in Section 6.2.

Even more importantly, we see some qualitative contradictions
between the two experiment settings in the comparison between
systems. One of such disagreements is not surprising: the variants
optimized for full targets are suboptimal in test targets and vice-
versa. Albeit predictable, this mismatch is important, as one is left in
doubt as to which hyperparameter configuration should be chosen
when bringing the outcome of offline evaluation to the decision
that the experiment is intended to inform, e.g. in a production envi-
ronment. But further discrepancies are observed: with full ratings,
popularity-based recommendations are deemed more effective than
ranking by the average rating, and non-normalized kNN is better
than the normalized variant, whereas the opposite is the case with
test targets. To more clearly highlight the discrepancies, the line
graph on the right of Figure 1 displays the ranking order of the
algorithms (by decreasing P@10) in the full vs. test targets settings.
We can see several crossings between the lines, that reflect the
inversions in comparisons. For instance, the best algorithm with
full targets (iMF full) is in the fifth position with test targets.

5.2 Analytical Explanation
Our observations are in line with former results from Steck [39],
and extend them. Moreover, we find explanations for the observed
results and contradictions. We can do so upon a matrix factoriza-
tion scheme based on Steck’s formulation [39], as follows. Let us
consider a common matrix factorization approach that takes an
item offset vector 𝑏 ∈ R |𝐼 | and two matrices 𝑝 ∈ R |𝑈 |×𝑘 , 𝑞 ∈ R |𝐼 |×𝑘 ,
and recommends items 𝑖 to users 𝑢 by ranking them based on the
score 𝑏𝑖 + 𝑝𝑢𝑞

𝑡
𝑖
, where the vector and matrices are obtained by

minimizing the following cost function:

𝐿(𝑏, 𝑝, 𝑞) =
∑

(𝑢,𝑖) ∈𝑈×𝐼
𝑤𝑢,𝑖 ((𝑏𝑖+𝑝𝑢𝑞𝑡𝑖 −𝑟 (𝑢, 𝑖))

2+𝜆( |𝑝𝑢 |2+|𝑞𝑖 |2+𝑏2𝑖 )) (1)

with:𝑤𝑢,𝑖 =

{
𝑤1 > 0 if (𝑢, 𝑖) ∈ 𝑆

𝑤0 ≥ 0 otherwise
where 𝑟 (𝑢, 𝑖) is imputed a value 𝑟0 if (𝑢, 𝑖) ∉ 𝑆 , i.e. when a training
rating value is not available.3

Steck [39] found out that𝑤0 = 0 worked better for test targets,
whereas𝑤0 > 0 (with a low 𝑟0) worked better for full targets. Setting
𝑤0 = 0means training only on rated user-item pairs, whereas𝑤0 >

0 trains on rated and unrated pairs. Steck’s observations thus have a
coherent explanation: if the training and test data are sampled from
a similar distribution, we should get better results when training
on user-item samples drawn from an as similar distribution to
the test data as possible. In the case at hand, this means: ignoring
3Note that 𝑏𝑖 ≡ 𝑟0 in Steck’s formulation [39]. We define them here as two distinct
parameters to simplify our analytic elaboration.

or including unrated items in training when they are ignored or
included in evaluation, respectively, should produce the best results.

Our observations in Figure 1 can be explained by an extension
of this rationale. The iMF algorithm that we use in our experiment
always takes 𝑟0 = 0,𝑤0 = 1, and𝑤1 = 1+𝛼 (see [23] for detail). High
𝛼 values have a similar effect as 𝑤0 ∼ 0: the algorithm is mainly
trained on rated user-item pairs, and we can expect this to be most
appropriate when evaluating with test targets (ignoring unrated
items). For the same reason, small values of 𝛼 make𝑤0 ∼ 𝑤1 and
should work better in full targets (involving all unrated items).
The optimal hyperparameters for iMF shown in Table 2 for the
respective setting, confirmed in Figure 1, support this explanation.

Furthermore, the average rating and popularity can be seen as
particular cases of matrix factorization with 𝑘 = 0 and 𝜆 = 0. With
this setting, taking partial derivatives in Equation 1 above and
solving for 𝑏𝑖 , we get an easy exact solution minimizing 𝐿:
𝜕𝐿

𝜕𝑏𝑖
(𝑏, 𝑝, 𝑞) = 0 ⇔ 𝑏𝑖+𝑝𝑢𝑞𝑡𝑖 =𝑏𝑖 =

𝑤1
∑
𝑢∈𝑆𝑖 𝑟 (𝑢, 𝑖)+𝑤0𝑟0 ( |𝑈 |− |𝑆𝑖 |)
𝑤1 |𝑆𝑖 | +𝑤0 ( |𝑈 | − |𝑆𝑖 |)

where 𝑆𝑖 ⊂ 𝑈 denotes the set of users rating the item 𝑖 in the
training set. Now with 𝑤0 = 0, the ranking function becomes
𝑏𝑖 =

∑
𝑢∈𝑆𝑖 𝑟 (𝑢, 𝑖)/|𝑆𝑖 |, the average rating of 𝑖 . Following our line of

thought, this should work best when evaluated with test targets. On
the other hand, taking𝑤0 = 𝑤1 and 𝑟0 = 0, the recommendation be-
comes 𝑏𝑖 =

∑
𝑢∈𝑆𝑖 𝑟 (𝑢, 𝑖)/|𝑈 | ∝ ∑

𝑢∈𝑆𝑖 𝑟 (𝑢, 𝑖), i.e. the popularity of
item 𝑖; and this should yield better results when evaluated with full
targets. The average rating can thus be seen as a non-personalized
recommendation that “trains” on rated user-item pairs, while pop-
ularity “trains” on rated and unrated pairs. Again, this explains
exactly the results observed in Figure 1.

Finally, in prior work [7] we proved that normalized user-based
kNN is biased by construction towards the average item rating, and
the non-normalized variant is biased to popularity. This provides a
consistent explanation for the observed behavior of kNN in Figure
1: the normalized variant works better in test targets (as the average
rating does), while the non-normalized variant is more effective in
full targets (as is popularity).

We have found explanations for why the results with full vs. test
targets disagree, but we still do not have any indication of which of
the two sets of comparisons might be the “correct” one –we address
this next.

5.3 Evaluation Bias
Our analysis so far leaves an open question: given the observed
contradictions in outcomes resulting from different target sizes,
which –if any– is more reliable? To address this question different
reliability criteria can be considered, and each opens a direction
for further study. As a first criterion, we focus on unbiased system
comparisons as an objective reference. Offline evaluation is known
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Figure 2: System ranking of observed full and test targets vs.
unbiased precision, recall and nDCG in Yahoo! R3.

to be immersed in bias resulting from ratings missing not at random
[7, 24, 28, 37]. The missing ratings are precisely in the focus of our
study: the 𝑁𝑢 set. Hence we consider the bias carried by this set
as a relevant angle to check for in the observed contradictions.
Specifically, we examine how closely the results with different
amounts of unrated targets may match unbiased evaluation. We
use for this purpose the Yahoo! R3 data, supporting biased and
unbiased evaluation, as mentioned earlier in Section 4.1. Biased
evaluation is run by using the MNAR training subset only, with
5-fold cross-validation akin to MovieLens. For unbiased evaluation,
the same 5-fold MNAR training subsets are supplied as input to
the evaluated algorithms, but the (single) MAR test data is used for
metric computation.

Figure 2 shows the comparison of biased (full and test targets)
and unbiased evaluation, now also showing recall and nDCG. We
can observe that neither option, full or test targets, really seems
to highly agree with unbiased system comparisons overall. The
amount of inversions might seem slightly higher with the test
targets setting, but the difference is far from sufficient to be anything
close to conclusive. We may then wonder whether some point in
between the two extremes might do better at matching unbiased
evaluation. We seek answers to this question in the next section.

6 THE SWEET SPOT IN TARGET SIZE
We now turn to our next question: given the mismatch with unbi-
ased evaluation observed with both test and full targets, can we find
a better setting at some intermediate target size? To address the
question, we start by observing the gradual evolution of evaluation
along the target size interval, in terms of the metric values and the
system comparison ranking. After that, we analyze the agreement
with comparisons across the same range, using MAR data. We then
introduce statistical power analysis as an additional means to as-
sess desirable properties of experiments. Finally, we examine the
potential experiment degradation resulting from coverage losses
when target sets become insufficient.

6.1 Varying the Target Size
We begin by extending the observations in the previous section
to a more detailed examination of where in the continuous range
from the smallest to the largest possible target set the contradic-
tions between comparisons arise. Figure 3 extends Figure 1 with
the gradual evolution of metric values along the target size axis.
To the evaluation with MovieLens 1M (left) we add Yahoo! R3 as
a second dataset (right) in “biased mode”, i.e. using 5-fold cross-
validation of the MNAR training data subset alone (we will use the

MAR test later). We show two additional metrics, Recall@10 and
nDCG@10, for further perspective. For each metric and dataset, the
figure displays evaluation outcomes in two ways: the metric values
(left) and the ranking of systems by decreasing metric value (right).
As in Figure 1, the latter graph helps notice inversions in system
comparisons, now at the precise point where they occur. To better
appreciate the changes around small target sizes the 𝑥 axis points
are roughly logarithmic, manually adjusted to integer values.

We can see that a similar amount of inversions occurs for all
metrics. With MovieLens, most inversions arise when the target
set becomes rather small (around |𝑁𝑢 | ≲ 100), though some occur
quite early (e.g. iMF-test vs. popularity), while inversions are more
spread out in the Yahoo! dataset. The clutter of metric values in the
test targets setting is more pronounced in the Yahoo! dataset. This
is because the higher sparsity of the Yahoo! data causes a higher
amount of ties between systems compared to MovieLens 1M, as
we will discuss in Section 6.3. This is intensified in Yahoo! R3 by
a heavy coverage loss affecting all systems when target sets are
small, an effect we explain in Section 6.4.

We now extend our comparison with unbiased evaluation to a
range of target sizes, using the MAR test data of Yahoo! R3 for this
purpose, as in Section 5.3. We take the Kendall’s 𝜏 correlation as a
measure of the number of inversions between regular and unbiased
evaluation, and study it along the target size spectrum. We show
this as a curve (the red line) in Figure 4, left column. The correlation
is measured between the system rankings obtained with each target
size across the 𝑥 axis (biased evaluation with MNAR data), and the
system ranking by the unbiased metric estimate (using the MAR
test data) –the higher the curve runs, the better the experiment
represented in the 𝑥 axis matches unbiased evaluation. The graphs
suggest that the full and test targets extremes are not ideal, and
the best approximation to unbiased evaluation (the peak of the red
curve) is reached somewhere in between. We also see that the ideal
point differs from one metric to another: |𝑁𝑢 | = 100 seems best in
P@10 and Recall@10, while |𝑁𝑢 | = 20 is better for nDCG@10.

We might stop here and conclude that we can find the sweet spot
in target size by contrast to unbiased comparisons. However, MAR
test data is usually not available in common offline experiments for
recommender system evaluation, and is a strong and very restrictive
requirement. For instance, we cannot determine a desirable target
size for MovieLens 1M based on this line of analysis alone, since
all the ratings are MNAR in that dataset. Besides, if MAR data is
available, we may just do unbiased evaluation, and target size may
become a non-problem. We therefore continue our analysis seeking
further insights that can help in deriving practical criteria for the
target size in the absence of MAR data.

6.2 Discriminative Power
One dimension on which the informativeness of evaluation is often
assessed is discriminative power in telling two systems apart, i.e.
in determining with any certainty which of two systems is better.
Power alone is not a guarantee that the outcome of evaluation faith-
fully represents what we intend to assess (e.g. user satisfaction), but
it is an indication that comparative outcomes are not just produced
by chance. Statistical significance tests are commonly used for this
purpose [9, 35]. As a summary measure of the statistical power of
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Figure 3: Precision, recall and nDCG at cutoff 10 vs. the amount of unrated targets inMovieLens 1M (left) and Yahoo! R3 (right).

an experiment as a whole (rather than for each pairwise compar-
ison), we can take the sum of 𝑝-values for all system pairs in an
experiment, as in e.g. [33, 40]. Figure 4 shows this sum for each tar-
get size as a (black) curve for precision, recall and nDCG in Yahoo!
R3 (left) and MovieLens 1M (right), where 𝑝-values are computed
with one-tailed paired t-tests for all pairwise metric differences.
The higher the black curve runs, the weaker is the statistical power
of the experiment represented in the 𝑥 axis.

For a smoother curve, we add further systems to the pool: specif-
ically, all the configurations of kNN and iMF explored in hyperpa-
rameter tuning (see Section 4.2), for a total of 57 systems, amounting
to 1,596 pairwise comparisons (and as many 𝑝-values). Otherwise,
with only eight systems we would only get 28 𝑝-values, too few and
noisy to perceive any clear trend in a heavily jagged curve. Even
though the set of systems behind this one curve is different from the
rest of our measurements, we can hope to get a perspective on the
effect of target size on discriminative power that is still relatable to
the rest of our analysis. Alternatively, we can accept the limitations
of statistical tests as a tool in addressing our research questions; we
elaborate on that critical perspective in the next section, providing
in fact a better alternative to the 𝑝-value analysis.

Interestingly, we see that the significance curve (black) has
roughly opposite monotonicity to the correlation with unbiased
evaluation (red) in Yahoo! R3 analyzed in the previous section (we
naturally do not have a “red curve” for MovieLens as the dataset
does not provide MAR data for unbiased evaluation). That is, exper-
iments seem to match unbiased comparisons better when statistical

power is stronger. Statistical tests may thus hint a plausible explana-
tion for the correlation to unbiased evaluation, and might provide
a useful criterion in predicting and settling for a suitable target set
size. As we just mentioned though, this analysis has limitations.
On top of the need for a large system pool, the power curve seems
somewhat unstable (particularly so in MovieLens), and it is unclear
whether the ups and downs reflect any true sudden difference, or
some kind of statistical noise. In particular, the power analysis does
not clearly tell whether the “sweet spot” identified earlier (peak of
the red curve in matching unbiased evaluation) is preferable to full
targets or not. We therefore seek further clarification.

6.3 Tie Analysis
Naive intuition might suggest that taking all items in |𝑁𝑢 | (i.e. the
full targets setting) should result in the most informative observa-
tions, following a general principle of using as much information
as is available. A simple thought experiment proves this not to be
the case though: consider a scenario where we have an unlimited
supply of items without test ratings. As we take |𝑁𝑢 | → ∞, rele-
vant items would be so rare amidst heaps of unrated items in the
full targets setting that placing them in the top 𝑛 would become
an increasingly daunting task for any recommender system, and
eventually all algorithms would converge towards a global tie with
metric values converging towards zero –and the experiment would
converge towards providing zero information. Before reaching this
global tie, non-zero differences between algorithms would become
increasingly noisy, certainly mismatching unbiased evaluation.

On the other end, as the target set becomes smaller, the number
of different possible size-𝑛 subsets of the target set (i.e. the different
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Figure 4: Seeking the “sweet spot” in target size on Yahoo!
R3 (left) and MovieLens 1M (right) for precision (top), recall
(middle) and nDCG (bottom) at cutoff 10. Note that the met-
rics in the figure are not axis titles but “graph row” titles.
For each target set size (𝑥 axis) and metric, the graphs dis-
play: the ratio of ties between the different algorithms (blue
curve); the ratio of ties where the metric value is zero (green
curve); the expected intersection ratio in the top 𝑛 = 10 be-
tween two random rankings (yellow curve); and the sum of
𝑝-values for all system comparisons (black curve). The latter
curve ranges along the secondary right 𝑦 axis in the graphs,
while all other curves range in the left 𝑦 axis. Additionally,
for Yahoo! R3, the graphs show the Kendall’s 𝜏 correlation
between the system ranking for each target size and the
ranking by unbiased evaluation (red curve). Note that the
number of ties (blue and green) for precision and recall are
naturally the same (for each dataset). The yellow curve is
the same for all graphs of each dataset, since the expected
intersection is metric-independent.

top𝑛 recommendations) is drastically reduced. In fact, if |𝑁𝑢∪𝑇𝑢 | ≤
𝑛, the top 𝑛 recommended items would be just the same for any
algorithm, the only possible difference being the item order –but not
the selection. For some metrics like precision or recall, this means
a plain tie. Hence, different algorithms have an increasingly hard
time in producing different recommendations and metric values
from each other as we approach test targets –differences become
increasingly few and, again, noisy. This may not be the case to the
same degree for rank-sensitive metrics such as nDCG, which are
able to discriminate between different rankings of even the same

set of top 𝑛 items, if one ranking places relevant items higher above
𝑛 than the other.

The rationale in this line of reasoning is that extreme target set-
tings may produce many ties, these may distort the evaluation, and
may well explain the mismatch with unbiased system comparisons.
We therefore check the number of ties along the target size axis.
The blue curve in Figure 4 shows the ratio of ties (i.e. pairs of tied
systems) on a per-user basis for each metric. As we might expect,
the number of ties decreases monotonically as we get away from
the extremes, until reaching a minimum somewhere in between. To
further confirm our intuition, we show in the figure the amount of
ties at a metric value of zero (green curve), and the expected inter-
section ratio at top 𝑛 between two random rankings (yellow curve),
as a measure of the (lack of) room for distinction between systems,
which can be expressed in closed form asmin(1, 𝑛/|𝑁𝑢∪𝑇𝑢 |). As we
can see, these two curves are plausible components of the overall
trend in ties: as a lower bound, ties at zero (green) correlate with
the lift in total ties (blue) towards full targets. Likewise, the raise in
total ties towards test targets follows the raise in top 𝑛 intersection
(yellow). It is also interesting to note that nDCG is more tolerant
than precision and recall to small targets and high intersection:
since nDCG is sensitive to item position, we see that the expected
ranking intersection (yellow) has a less tight ascendancy on the
number of ties (blue) for nDCG than it has for the other two rank-
insensitive metrics. Fewer ties are thus produced and may explain
why the correlation with unbiased evaluation stands up to smaller
target sets for nDCG than for precision and recall.

Quite remarkably, we find that the total number of ties (blue)
and the correlation with unbiased evaluation (red) now have almost
perfectly opposite monotonicity, i.e. the experiment matches unbi-
ased comparisons best when ties are the fewest. In contrast to the
𝑝-value analysis described earlier, requiring a large pool of systems
to perceive an effect, eight systems are enough for a meaningful
observation of tie evolution as we can see in Figure 4. The tie anal-
ysis can thus provide a more precise explanation and prediction
for the correlation to unbiased evaluation, and a better criterion in
settling for a suitable target size. In MovieLens 1M, this analysis
would suggest taking around 50 unrated items for nDCG and 200
for precision and recall as the setting minimizing the number of ties,
based on observation of Figure 4 right (blue curve). Interestingly,
this suggests that target sizes reported in this range in the literature
[11, 14, 18, 22, 41, 45] may have been in fact a good choice.

We would not infer from our observations that discriminative
power is itself a direct cause of a correspondence with unbiased
evaluation. We see a more plausible effect of better discrimination
as an indirect enabler. In spite of the bias in MNAR data, it has
been found that natural user behavior may lead to a fair degree of
agreement between biased and unbiased evaluation, mainly due to
a strong relevance bias in the observation sampling [7, 10]. In our
case, we hypothesize that discriminative power reflects an efficient
use of information in an experiment, where a reduced exposition to
noise lets the correspondence to unbiased evaluation emerge more
clearly. We should not discard a degree of chance either in how
tightly the optimal points match each other in our experiment.

Our analysis may also point to a limitation of statistical tests
in the way ties are handled. Ties would add evidence in support
of the null hypothesis that two systems are equally effective and
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Figure 5: Recommendation coverage vs. target size inMovie-
Lens 1M and Yahoo! R3. Note that iMF (test), average rating,
popularity and randomhave the same coverage as iMF (full),
whereby their curve is hidden underneath the latter.

indistinguishable. However, ties do not result in higher 𝑝-values
–they generally tend to be ignored in statistical tests, and there is
not a clear principled approach to properly take them into account
in the computation of 𝑝-values [30]. This is sometimes dismissed
in the implicit hope that ties are rare in recommender systems
evaluation, which is far from true. Tie ratios around 75% in Yahoo!
R3 and 40% in MovieLens in our evaluation (which is an example
of typical offline experiments) seem too high to be ignored and just
rely on 𝑝-values alone. While statistical tests might not find any
objection with full targets, the comparison to unbiased evaluation
would hint in the same direction as the tie analysis: that full targets
may not be the best option.

6.4 Coverage Loss
An additional pitfall with small target sets, noted by Cañamares
et al. [8], is the potential loss of coverage for certain algorithms.
For instance, with user-based 𝑘 nearest neighbors, if a user has few
relevant test ratings it may happen that none of her 𝑘 neighbors
has training ratings for any of the (now few) target items. If so, the
target set can simply not be ranked, and the system cannot deliver
a recommendation at all for this user. Even when a few items can
be ranked, they can be fewer than the desired metric cutoff requires,
which is also problematic.

Coverage shortfall can be handled in different ways when com-
putingmetrics [8]: it can be forgiven by reducing themetric depth to
the recommendation size when it falls short, and ignoring the users
who are delivered empty recommendations; or it can be punished
by counting as non-relevant the empty positions. Either option can
have strong effects in evaluation that very easily go unnoticed: an
algorithm can be deemed to be remarkably accurate (or the oppo-
site), when in truth it is only suffering a massive loss of coverage
caused by the experimental design. An intermediate option fills in
the lost coverage with a fallback recommendation algorithm. In
our experiments we use random recommendation for this purpose,
making the performance degradation noticeable.

We illustrate in Figure 5 the extent of coverage loss in our ex-
periments, showing coverage@10 across the target size range for
each algorithm and dataset, with:

coverage@𝑛 =
1

|𝑈 |𝑛
∑
𝑢∈𝑈

min(𝑛, |𝑅𝑢 |)

as defined in [8], where𝑅𝑢 denotes the set of items that an algorithm
is able to rank. We can see in the figure how reducing the target

size results in a growing coverage loss. Normalized kNN (full) is
the worst hit algorithm because of its small neighborhood (𝑘 = 10),
plus the requirement of at least 3 neighbor ratings to compute the
score of an item. With fewer targets items, it becomes increasingly
hard to find candidate items rated by three or more (out of ten)
neighbor users. This adds to the low performance in test targets of
a kNN configuration that is optimized for full targets.

The coverage loss is particularly dramatic in Yahoo! R3. This is
because the training subset for MNAR evaluation is about half as
dense as MovieLens 1M, whereby collaborative filtering has added
difficulty in finding the needed data overlaps for scoring items.
Moreover, the test target size in Yahoo! is less than five items per
user on average, whereas MovieLens has over 30 test ratings per
user. Most users in Yahoo! therefore have fewer test items than the
metric depth: |𝑇𝑢 | < 10. In the test targets setting, this means that
the size of recommendations falls short for all algorithms (even non-
personalized recommendations), hence a drastic loss of coverage.
Yet, since this specific effect similarly impacts all algorithms, it
should not affect comparisons between systems, aside the loss of
discriminating power discussed earlier.

As a conclusion, coverage loss would also advise against small
target sets, and test targets in particular. In fact, anything smaller
than full targets may incur some coverage loss for some algorithms
that are particularly sensitive to this (as is our normalized kNN-full
variant), even for target sizes that we are finding particularly ade-
quate from other perspectives. Specific treatment and examination
would be needed to properly evaluate such algorithms, possibly tak-
ing into account what coverage may specifically imply in the actual
conditions and requirements for which the algorithm is envisioned
to be deployed (e.g. in a production setting).

7 CONCLUSIONS
As far as we know this is, along with [27], the first work after
[39] to specifically research the discrepancies in offline evaluation
resulting from different target size configurations; the first to seek
a principled explanation of the disagreements, to examine this
in a continuum perspective, and to analyze the consequence in
evaluation reliability, which we do from different angles. We find
and explain problems when restricting recommendations to the
items with test data, which would generally advise against this
option unless a specific reason would prescribe it. At the same
time, we find that removing some (or even a significant) amount of
unrated items from recommendations can make evaluation most
informative –a conclusion supported by both analytical elaboration
and empirical confirmation.

Comparison to unbiased evaluation is a revealing perspective
in this regard. We find a connection between the deviation from
unbiased results and the discriminative power of experiments. To
this specific respect, tie analysis in comparative evaluation seems
more informative than traditional statistical significance tests. We
would hence contend, as a collateral conclusion, for systematically
reporting tie ratios along with traditional 𝑝-values for a better
assessment of the discriminative power of comparative experiments
–as was occasionally analyzed long ago [5].

Many directions for future work can be envisioned. Contrasting
our analysis to actual validation in user studies, with direct, richer
feedback from users and more extensive control on evaluation bi-
ases, is one of them. Extending our study to further offline datasets
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is also natural step for a more complete perspective. Different split-
ting procedures and other distributions in target item sampling
(e.g. by popularity) can be explored as well. The explanation why
different algorithms are affected differently by the target set size
can sought to be extended to further algorithmic families. The con-
nections to evaluation biases [7, 10, 24, 37, 38] can be researched in
further depth as well, and would extend our understanding of the
role of the target set in offline evaluation.
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